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exclusively for subnet management and 
is the management VL. The others 
(VL0-VL14) are data VLs. Each port 
must support the management VL and 
at least one data VL starting with VL0. 
Flow control is on a per VL basis. One 
VL not having an input buffer available 
doesn’t prevent data from following on 
the other VLs.
 Infiniband VLs enable the fabric to 
support different QoS over the same 
physical links, depending on how the 
subnet manager takes advantage of 
them. Not all ports have to support the 
same number of VLs for management 
to take advantage of it. The subnet man-
ager assigns service levels to end nodes 
and configures each port with its own 
service level-to-VL mapping. For 
instance, the subnet manager can assign 
service levels based on priority, band-
width negotiation, etc. and the end node 
uses that value. As the packet traverses 
the fabric, each port determines which 
VL the packet uses based on the service 
level in the packet and the port’s service 
level-to-VL mapping table.
 Another possible use for VLs is for 
separation of traffic and fairness when 
multiple systems share the same subnet. 
In this case, the subnet manager uses a 
different set of SLs for each system and 
each set of SLs maps to different VLs at 
each port. So heavy traffic on one VL 

doesn’t impact the other systems. 
 FICON director vendors have been 
actively pursuing QoS for both the open 
systems and FICON environment. Due 
to the complexity, and lack of progress 
made by standards bodies on Class 4 
CoS, these vendors haven’t implemented 
Class 4 service on their switches and 
directors. The director vendors have 
implemented other QoS type features, 
including virtual channels, ingress rate 
limiting, software prioritization schema, 
and SID/DID prioritization. Most of 
these don’t provide true, end-to-end, 
QoS for FICON environments. Virtual 
channel technology is closely based on 
Infiniband VLs and deserves a brief 
look.

Virtual Channels
 Virtual channel technology repre-
sented an important breakthrough in 
the design of large storage networks. 
The technology is similar to the 
Infiniband VL concept. To ensure reli-
able ISL communications, virtual chan-
nel technology logically partitions 
bandwidth in each ISL into many differ-
ent virtual channels and prioritizes traf-
fic to optimize performance and prevent 
Head of Line Blocking (HoLB). The 
FICON director’s operating system 
automatically manages virtual channel  
configurations, eliminating the need to 

manually fine-tune for maximum per-
formance. This technology also works 
in conjunction with ISL trunking to:

• Improve the efficiency of switch-to-
switch communications

• Simplify FICON storage network 
design

• Reduce the Total Cost of Ownership 
(TCO).

 With virtual channels, all class F 
traffic for the entire fabric automatically 
receives its own queue and the highest 
priority. This ensures the important 
control frames, such as name server 
updates, zoning distribution, Registered 
State Change Notifications (RSCNs), 
etc. are never waiting behind “normal” 
payload traffic (also referred to as Class 
2 or Class 3 traffic). For Class 2 or 3 
traffic (host and storage devices), indi-
vidual Security ID (SID) and Destination 
ID (DID) pairs are automatically 
assigned in a round-robin fashion based 
on DID across the four data lanes. This 
prevents HoLB throughout the fabric 
and since each virtual channel has its 
own credit mechanism and flow con-
trol, slower devices won’t “starve” faster. 
 While these current technologies are 
attractive for managing QoS in a small 
segment of a FICON configuration 
(between cascaded FICON directors, 
for example), none offer what custom-
ers are really looking for: a mechanism 
to manage QoS in their FICON envi-
ronment from host to storage control 
unit. But there is a way. Sometimes, one 
must look to the past for inspiration.

WLM and IRD
 For years, the IBM mainframe archi-
tecture has allowed a mainframe to be 
divided into separate Logical Partitions 
(LPARs) so different types of work can 
run in their own unique environment. 
Inside a partition, WLM prioritizes all 
the work depending on its importance. 
LPARs are assigned LPAR weights, 
which is the percentage of overall pro-
cessing power that’s assigned to all the 
work in that partition. If a workload 
shifts so more processing power is 
needed in a particular partition, LPARs 
shift processing power to the partition 
that needs it as long as CPU cycles are 
available. If all the partitions were at 
peak utilization, the operator had to 
manually change the LPAR weights. If 
the demand was unpredictable and 
irregular (as in a Web server environ-
ment), and the system was highly uti-
lized, the operator had to monitor the 
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system at all times, day and night, to 
ensure high-priority workloads received 
the resources they needed. 
 In addition, the connection between 
channel path and I/O control units is 
statically defined. In the event of a sig-
nificant shift in workload, those chan-
nel path assignments had to be changed 
by an operator. Once an I/O request 
made it to the channel subsystem, it was 
serviced on a first-in-first-out basis. 
This could cause your highest priority 
work to be delayed due to significant 
I/O contention from lower priority 
work. 
 The IRD is composed of three parts. 
Two of the three are in place for QoS 
functionality in a channel environment. 
However, the features that are enabled 
for ESCON currently don’t “function” 
in FICON environments. The interleav-
ing capabilities of FICON, coupled with 
its bandwidth, led to the belief that QoS 
functionality wasn’t needed or desired 
in FICON environments. That attitude 
is changing.

Dynamic Channel Path 
Management (DCM)
 Dynamic Channel Path Management 

(DCM) is the first channel QoS func-
tionality. DCM lets z/OS dynamically 
change channel path definitions to 
ESCON director-attached DASD con-
trol units in response to changing work-
loads. It does this by moving channel 
resources to the control units where 
they’re required. 
 The I/O configuration definition 
process is complex and requires signifi-
cant skill. During system initialization, 
DCM builds tables that represent the 
physical I/O topology. These tables 
include entries for each director, chan-
nel, and DASD control unit that’s acces-
sible (physically attached). These 
topology tables are then used by DCM 
to determine what potential paths exist 
that DCM could add to a control unit to 
help achieve its bandwidth require-
ments. The process involves determin-
ing how many channels are required by 
a control unit, and how many other 
control units, if any, can share that set of 
channels. For availability, even if only a 
single channel is ever required by a con-
trol unit, two or more are normally 
defined to it in case of a failure some-
where along the path. Even when the 
configuration seems perfect, workload 

changes can produce a situation where 
an I/O configuration that allowed meet-
ing a response time goal last week is 
inadequate this week. There may be suf-
ficient I/O resources; they just aren’t 
where they’re needed. 
 DCM is designed to let WLM 
dynamically move channel paths 
through the ESCON director from one 
I/O control unit to another in response 
to changes in the workload require-
ments. When used in combination with 
WLM running in goal mode, DCM 
moves the channel resources to control 
units used by business-critical work-
loads to ensure they meet their goals. By 
defining a number of channel paths as 
“managed,” they become eligible for this 
dynamic assignment. 
 Moving bandwidth to the important 
workloads uses DASD I/O resources 
much more efficiently. This may help 
reduce the number of channel paths 
needed and could improve availability. 
In the event of a hardware failure, 
another channel can be dynamically 
moved over to handle the work require-
ments. If the nature of the workload is 
such that most subsystems have their 
peak channel requirements at the same 
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time, DCM will be of little help, since its 
job is to reassign existing channels. 
DCM works best when there are varia-
tions over time between the channel 
requirements of different DASD subsys-
tems.
 Use of DCM in combination with 
control unit priority queuing type func-
tionality, channel subsystem priority 
queuing and Parallel Access Volumes 
(PAVs) lets z/OS function in a more self-
tuning and self-defining manner, enhanc-
ing end-to-end QoS functionality.

Channel Subsystem Priority Queuing
 Prioritizing I/O requests isn’t a new 
feature for z/OS. I/O requests could be 
prioritized on device queues in the 
operating system way back in MVS. 
Channel Subsystem Priority Queuing 
(CSSPQ) is an extension of I/O priority 
queuing, a concept that has evolved 
from MVS and into OS/390 and z/OS 
over the past several years. Since the 
introduction of the Enterprise Storage 
Server (ESS), WLM has been able to set 
priorities on I/O requests which are 

then honored by the control unit. 
CSSPQ extended the ability to prioritize 
I/O requests by addressing one more 
place where queues could form: the 
channel subsystem.
 In an LPAR cluster, if important 
work is missing its goals due to I/O con-
tention on channels shared with other 
work, it will be given a higher channel 
subsystem I/O priority than the less 
important work. This function works 
together with DCM. As additional chan-
nels are moved to the partition running 
the important work, channel subsystem 
priority queuing is designed so the 
important work that really needs it 
receives the additional I/O resource. 
 WLM can set priorities on I/O 
requests. These priorities are then used 
by the host to schedule the work to 
channel subsystems resources. This lets 
the user identify their most mission-
critical workloads, and lets z/OS work 
with a CPU to allow this critical work to 
have greater access to channel subsys-
tem resources.

Summary
 We’ve reviewed the basic concepts 
behind QoS and discussed some of the 
ways QoS is currently being addressed 
in FICON storage networks. While 
these mechanisms are sound, they 
address QoS in only one small segment 
of the configuration—typically between 
cascaded FICON directors. What’s 
needed is a QoS mechanism that enables 
end-to-end QoS functionality from host 
to storage control unit. A follow-up 
article will take a detailed look at DCM 
and CSSPQ and how they could be 
adapted for FICON. Z
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